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Abstract  
To solve the problem that the location accurate is hard to hold under the environment of noise and interfere when 

using Generalized cross correlation algorithm in microphone array, the paper approaches a delay estimation 

arithmetic based on multi domain fusions fuzzy recognize. Cross correlation or generalized cross correlation 

algorithm cannot eliminate the delay calculation error in principle, so the paper combines with characteristics of 

the time-frequency fault signal and fisher information matrix, adopts the location arithmetic of multi domain fuzzy 

recognize and phase lock cross correlation, then improves the robustness and accurate of location calculation in 

Spherical microphone array, and the Numerical simulation results prove the validation of arithmetic. 

 

 

Introduction 
The location technology often uses microphone array to receive the faults signal. For example, the wide aperture 

array is applied in [1][2]. Currently, there are five kinds of Time Difference of Arrival location algorithms[3]: 

Independent variable analysis method based on multi-source signals, it obtains the time difference of arrival 

(TDOA) information in frequency domain[4] [5] [6] ; 

Short-time sparsity spectrum analysis method based on audio signal TDOA estimation , it uses an approximate 

assumption that the energy of a single source is dominant in each time-frequency support domain[7] [8]; 

Spectral subtraction is used to suppress additive noise before delay estimation[9][10]; 

Noise reduction method based on the subspace technology, for example, the optimal filtering method based on 

generalized singular value decomposition[11][12]; 

The analysis techniques based on human ear auditory characteristics, etc13][14]. 

The methods of 1) and 2) have the assumption that the power of single sound source is dominant, it is difficult 

applied in the complicate noise environment and the vary location source. And the methods of 3) and 4) is the 

pro-filter location technology, it should work together with other technology to obtain the location information. 

The method of 5) should establish head-related transfer function based on auricular effect, it is complicate in the 

theory and technology. In multi sound sources, large noise, and large interfere environment, the theory and 

technology of location is difficult to realize.  

The contributions of paper are : A fusion localization algorithm based on multi-domain fuzzy recognition and 

phase-locked filtering is proposed in the paper based on the characteristics of signal and noise in different 

processing domains. 

The paper is arranged as follow: Section I introduces the accuracy theory of fault location, Section II establish 

multi domain fusion theory and method based on Fuzzy Mathematics, Section III present the numeral simulation 

and analysis, the Conclusion is given in Section IV. 

 

The accuracy theory of fault location  
In order to make the measurement accuracy meet the system requirements, microphone array location algorithm 

proposes the appropriate processing methods based on utilizing a variety of information (prior and posterior 

information, time-frequency, time-frequency, space-frequency domain related information). 

Quantitative measurement of time delay localization is described that the Cramo-Rao limit  𝐶𝑅𝐵(𝜏𝑖𝑗) of time 

delay estimation is the reciprocal of fisher information matrix 𝐽(𝜏𝑖𝑗). For example, the certain the mathematical 



 
[Deng * et al., 5(12): December, 2018]    ISSN: 2349-5197 
  Impact Factor: 3.765 

INTERNATIONAL JOURNAL OF RESEARCH SCIENCE & MANAGEMENT 

http: //  www.ijrsm.com         © International Journal of Research Science & Management 

[53] 

expectation of the relationship between various conditional probability functions of delay estimation and the 

second derivative of delay is, the lower value of the Cramo-Rao limit is; the higher the noise-signal ratio is, the 

lower value of the Cramo-Rao limit is. 

Table.1 shows the processing domain and its key problem to be solved. 

 

Table 1. Application range of classic algorithms 

algorithms Processing domain Key technology and problem 

Sound intensity , 

sound pressure, 

location  

Time-frequency 

domain 

Key technology: Vector sound intensity, 

acoustical holography, Equal intensity line 

  Problem: Synchronization and vibration fusion 

Cepstrum and 

correlation 

spectrum 

frequency domain 
Key technology: Spectral array analysis 

Problem: Prediction and filtering 

subjective 

evaluation index 
Multi domain 

Key technology: experts’ database 

Problem: Fuzzy logic 

Beamforming, 

controllable 

response  

Spatial, Time-

frequency domain 

    Key technology: Reverse composition, sound 

field reconstruction, auditory characteristics 

     Problem: relativity; 
 

 

Theory and method of multi domain fusion 
In this paper, Fisher information matrix is used to improve the accuracy, reliability and robustness of sound source 

recognition. 

From the point of view of sound source localization, if a specific sound source is assumed to be a 'signal', the 

other objects are 'noise', there are two assumptions. 

Assumption 1,(it comes from Signal-noise ratio): The accuracy of positioning is a function of the definiteness of 

the target and the certainty of its position, or, the smaller the uncertainty of measurement under conditional 

probability is, the higher the accuracy is. 

Assumption 2, Sound source signal information characteristics are determined by its characteristics in multiple 

domains. 

The Assumption 2 can be retrieved from the location methods of Table 1, for example,using the method of proof 

by contradiction. 

The two assumptions shows: it is not consistent with the actual situation and application satisfaction that studying 

location accuracy in isolation without considering sound source and noise characteristics. 

In order to study the characteristics of sound source and noise, the paper discussed fuzzy set to introduce the 

technology of multi-domain fusion. 

 

2.1 Definition of multi domain fuzzy signal and fuzzy set 

Definition 1：Sound source signal set, it is used to locate sound source in the environment. For example {Noise, 

Large Noise, Faults sound source, Interfere sound}, and so on. It come from sound frame contain special context. 

Here gives an example, a system consists of two microphones, every microphone has one signal condition circuit, 

its membership function is 𝜇𝐴(𝑥) , its fuzzy set is  𝐴 = {𝜇𝐴(𝑥𝑖) 𝑥𝑖} , another microphone’s membership function 

is 𝜇𝐵(𝑥) , its fuzzy set is  𝐵 = {𝜇𝐵(𝑥𝑖) 𝑥𝑖}. 

The fusion similarity computation method of two voices signal uses the equation of the relationship calculation 

between fuzzy sets A and B. And the relationship calculation is represented by the Related operators. 

Definition 2 Frequency domain signal feature fuzzy sets： it consists of signal have obverses frequency feature. 

for example,{ Gauss white noise spectrum signal, Separate spectrum signal, Local continuous spectrum signal, 

Full continuous spectrum signal , irregular spectrum signal }. 

Definition 3 Temporal signal feature fuzzy sets: it consists of signal have obverses time domain feature. for 

example,{ Gauss white noise signal, Large impulse impact signal, Periodic positive rotation signals with fixed 

(less than 3 main frequency combinations), LFM signal, random signal, coloured noise}. 

http://www.baidu.com/link?url=A6sLozbmZeRfw45DMqkjQ2zAZciVC0fk6LRxTQVsBXwlI6TlzoPaS6493CGBsBulzrWrm0ivmrTSaKvaFgQiGS2L5aW4rugiMRazTK7EgBS
http://www.baidu.com/link?url=VC_PXPjA15KNl6RtJFK-1i1rqaM1DR7GIxU5GtPkyY9lctcRbwnO2QB3smcq5fcD8FmSs-tA61FfBuzVLJlAleRHm-PFfvN-Aj_3n2muXhCQuBqO42jjhSwyaQTTs0F5
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Definition 4 Characteristic fuzzy sets of time-frequency signals: the signal in this set has obverse time-frequency 

feature. For example, {Discrete time frequency, LFM signal, time-frequency domain noise}. 

The definition 2 to definition 4 is based on the subspace of ‘signal subspace’ and ‘noise subspace’, it has two 

characteristics: one is the signals in different processing domains are interconnected and not completely 

corresponding, the other is that there are many kinds of signals and the definition of ambiguity is incomplete, that 

is to say, the signal characteristics of each fuzzy set are incomplete. 

Table 2. normal fuzzy operating subset in multi domain fusion 

Related operators Meaning 

Cartesian product 

set  
  𝑼 × 𝑽 = {(𝒙, 𝒚)|𝒙 ∈ 𝑼, 𝒚 ∈ 𝑽} 

Absolute 

Hamming 

distance 

𝒅(𝑨, 𝑩) = ∑|𝝁𝑨(𝒙𝒊) − 𝝁𝑩(𝒙𝒊)|

𝒏

𝒊=𝟏

 

Relative Hamming 

distance 
𝜹(𝑨, 𝑩) =

𝟏

𝒏
𝒅(𝑨, 𝑩) 

inner product      𝑨 ∘ 𝑩 = ∨
𝒖∈𝑼

[𝝁𝑨(𝒙) ∧ 𝝁𝑩(𝒙)] 

Outer product 𝑨𝜣𝑩 = ∧
𝒖∈𝑼

[𝝁𝑨(𝒙) ∨ 𝝁𝑩(𝒙)] 

 
2.2. Membership of multi domain fuzzy fusion recognition 

(1) Membership degree calculation of different microphone based on their similarity  

In general, the time-frequency domain signal has good performance representative feature. For example, the 

membership function of STFT (Short time Fourier transform signal) is described as its effective value vs max 

effective value, it is shown in equation 1. 

𝜇𝑖(𝑋) = 𝑆𝑇𝐹𝑇𝑖/𝑀𝐴𝑋_𝑆𝑇𝐹𝑇 (1) 

In equation （1）， )(xi  is its membership function，𝑆𝑇𝐹𝑇𝑖  is its effective value of STFT, 𝑀𝐴𝑋_𝑆𝑇𝐹𝑇 is max 

effective value in its transfer domain. 

 (2) Membership degree calculation based on signal characteristic  

One kind of this method is based on statistics, the membership degree of a time domain signal is calculated by its 

one to four center moment and its feature in different window( different scale fixed window, moving window, 

changing window) . For example, the Gauss noise signal, the reciprocal of mean (first moment) deviation (ratio 

greater than 1) under a fixed window of a certain size is its membership degree. The definition of other signals is 

similar. 

Another kind of this method is to calculate data based on data transformation, and the definition of the membership 

degree is the same as the former method. 

When membership degree function is determined. Fuzzy Model Recognition Based on "Parallel" Fuzzy Sets The 

method based on maximum membership degree and closeness degree is often adopted. There is a correlation 

between multi domain signals, and the weight of membership function of different domain signals is normally the 

function of the membership value of its processing domain. And so, the membership of multi domain fusion is a 

functional in defining signal and noise space. 

Definition 3: closeness of fuzzy numbers. If Γ(𝑈) is fuzzy power set of domain U, map  

𝜎: Γ(𝑈) × Γ(𝑈 → [0,1] 

(𝐴, 𝐵) → 𝜎(𝐴, 𝐵) ∈ [0,1], 
Satisfy: 

1) 

𝜎(𝐴, 𝐴) = 1, ∀𝐴 ∈ Γ(𝑈) 

2) 

𝜎(𝐴, 𝐵) = 𝜎(𝐵, 𝐴), ∀𝐴, 𝐵 ∈ Γ(𝑈) 
3) 

𝐴 ⊆ 𝐵 ⊆ 𝐶 ⇒ 𝜎(𝐴, 𝐶) ⊆ 𝜎(𝐴, 𝐵) ∧ 𝜎(𝐵, 𝐶) 

http://www.baidu.com/link?url=l8Z0RZkeKxKSl7R4pEDPr1B4I0O7gIPgqcUmRlKQE6QtQs2bjSJAqzeGR9zcgQ4PFGXP2bcBCRbnCmeeNTlI_3KGBiuPxlmhw0DoAr39ARWSIQJZUQdTE7IVAqlbnVnk
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Then 𝜎(𝐴, 𝐵) is closeness of fuzzy numbers A and B. 

 

2.3. Hierarchical fuzzy rules with fusion recognition 

Multi domain fuzzy fusion needs to be divided into two steps, the first step is identifying characteristic signals, 

the second step is determining the parameters of the signal.  

To judge the characteristic signal, it is necessary to recognize the location signal according to its characteristics. 

That is to say, whether the feature signal exists or not in different feature fuzzy sets. Often uses the rule of 

“if….then….”. Multi domain judgment is conducive to analyzing signal and aliasing signals with internal 

causality. 

To determine the parameter of signal, the direct way is using "if...Then... "Rule to build the construction equation 

and regard the heuristic rules as an input linear function. This is shown in equation(2). 

𝑓𝑖(𝑋1, 𝑋2, … 𝑋𝑛) = 𝑎1
𝑖 𝑥1 + 𝑎2

𝑖 𝑥2 + ⋯ + 𝑎𝑛
𝑖 𝑥𝑛 + 𝑎𝑛+1

𝑖  (2) 

The other way is to make full use of system information, for example,(1) store the last time value, and determine 

the feature of this time using the last time and now time value;(2) identify using the correlation of multi signal. 

 

2.4. Defuzzy method using fusion recognition 

The hierarchical defuzzied method is described as : in a fuzzy system f(x), using 𝑁1 ×  𝑁2 rule , Mamdami minimal 

influence rule equation (3), defuzzied method are separate hierarchical and center hierarchical defuzzied methods. 

{

𝜇𝐵
′ (𝑦) = 𝑚𝑎𝑥(𝑠𝑢𝑝 𝑚𝑖𝑛(𝜇𝐴1(𝑥), 𝜇𝐴2(𝑥)))

𝜇𝐴
′ (𝑥) = {

1; 𝑖𝑓(𝑥 = 𝑥∗)
0; 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

                                  (3) 

2.5. Phase-locked correlation delay algorithm 

Phase-locked correlation delay algorithm is based on signal-correlation technology, it obtains the delay difference 

between the reference signal source and every microphone circuit though calculating the correlation to get delay 

time of every microphone. Their theory scheme diagram is shown in Fig.1. 

Correlation between the reference signal source and first microphone is shown in (4): 

𝑊1[𝑅(𝜏)]𝑖𝑤 = 𝑊1 [
1

2𝑇
∫ 𝑓1𝑤(𝑡)𝑓2𝑤(𝑡 − 𝜏)𝑑𝑡

𝑇

−𝑇
]

𝑖𝑤
                 （4） 

 

 

Figure. 1 Diagram plot of delay accurate using phase lock correlation 

And  
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𝑓1𝑤(𝑡) is test signal, 

𝑓2𝑤(𝑡) is feature reference signal though fuzzy identity, 

𝑤 is the length of signal, it is same with calculation signal, 

𝑊[. . . ]𝑖𝑤represent their correlation value, its start point is ‘i’,its width is w. 

 Correlation between the reference signal source and second microphone is shown in (5): 

𝑊2[𝑅(𝜏)]𝑖𝑤 = 𝑊2 [
1

2𝑇
∫ 𝑓3𝑤(𝑡)𝑓2𝑤(𝑡 − 𝜏)𝑑𝑡

𝑇

−𝑇
]

𝑖𝑤
                                   （5） 

Then calculating their extreme value function, using equation (6) and (7) obtain their delay time value, 1 and 2

. 

𝝉1 = 𝑓(𝑚𝑎𝑥( 𝑊1 [
1

2𝑇
∫ 𝑓1𝑤(𝑡)𝑓2𝑤(𝑡 − 𝜏)𝑑𝑡

𝑇

−𝑇
]

𝑖𝑤
))                                   （6） 

    𝝉2 = 𝑓(𝑚𝑎𝑥( 𝑊2 [
1

2𝑇
∫ 𝑓3𝑤(𝑡)𝑓2𝑤(𝑡 − 𝜏)𝑑𝑡

𝑇

−𝑇
]

𝑖𝑤
))                                     （7） 

Without loss of generality, here using the average value as their delay time value. As equation (8). 

𝜏 =
∑ 𝜏1

𝑛
−

∑ 𝜏2

𝑛
                                                               （8） 

n is the length of sequence. 

 

Numerical simulation and results 
3.1.  Identification and location of signal feature sources 

     Choice two time-frequency domain signal (equation (9)) to identify their location. 

      𝑥(𝑖) = 𝑠(𝑖) + 𝑛(𝑖) + 𝑑(𝑖); 𝑖 = 1, . . . , 𝑁                 （9） 

     Their time-frequency domain signal is s(i), additive random noise is n(i), interfere signal is d(i),the number of 

acquire point is N. 

𝑠(𝑖) = 𝑎 ⋅ 𝑒𝑗(𝜔0𝑖+
1

2
𝑘𝑖2)

                          （10） 

 In equation (10), the amplitude is ‘a’, the Tuning slope is ‘k’, the initial frequency is 0 . 

The relationship between Tuning slope and frequency bandwidth B is shown in equation (11). 

𝑘 =
2𝜋⋅𝐵

𝐹𝑠⋅𝑡𝑚𝑎𝑥
                             （11） 

In equation (11), the sample frequency is 𝐹𝑠, the longest sample time length is tmax ,for example, the initial 

frequency is 500Hz,the bandwidth is 1000Hz. The STFT of signal is shown in Fig.(2). 

The left of Fig.2 shows the no interfere signal, the noise amplitude in first plot is 0.5 times of signal, and the third 

plot is 0.3 times of the signal. The right of Fig.2 shows there is 112Hz and 331Hz interfere signal with same 

amplitude of s(i), and the noise amplitude in second plot is 1.5 times of signal, and the forth plot is 1.8 times of 

the signal. 

 
Figure. 2 STFT plot of two signal with certain delay under different noise 

http://www.baidu.com/link?url=8rIgAsX5PCczcelwB513Ub5rBKxVxH83w1FMfL3tVaMS1aLH1VrgxOC69Nr0E65BShrAeYPp4f4357NBBaPBhTvwBw3r8-C_ctqytbiLYOs1k12Oax7bk6NP-VwmsvnP_nzb0jh3l8TmcnPu7H-CVK
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Considering signal feature and its random performance, here adopt the method of feature identify, hierarchical 

solution. The procedure is in following: 

calculate the closeness and membership degree of determine domain; and calculate the relative Hamming distance; 

Owing the fuzzy expert rules, fusion in multi domain, judge the performance of characteristics attitude. 

Step 1, judge the global closeness, for example, the Hamming distance is one scale of closeness. 

Step 2, identify the type of signal. The fuzzy identify process is in the following procedure. 

A The base signal fuzzy set in the time domain expert identify knowledge base include: { Gauss white noise 

signal, Large impulse impact signal, Periodic positive rotation signals with fixed (less than 3 main frequency 

combinations), LFM signal, random signal, coloured noise} 

B the base signal fuzzy set in the frequency domain expert identify knowledge base include: 

{ Gauss white noise spectrum signal, Separate spectrum signal, Local continuous spectrum signal, Full continuous 

spectrum signal , irregular spectrum signal } 

C There is relationship between the time domain and frequency domain, for example, they are all influenced by 

the definition of test data, the fuzzy feature of machine judgement, and the uncertain measurement data. 

D The knowledge database in time-frequency domain is built based on the window time and frequency transform. 

E the results of simulation is described in the following: 

 

Figure. 3 Time domain statistic plot of two signal under different noise 

 

The two channels signal in moving time domain, their first order, second order, third order moment is shown in 

Fig.3. It is obverse that there is pulse interfere signal in first order moment plot, and there is no uniform signal in 

second order moment plot for it can be less influenced by noise, and there is similar trend in third order moment 

plot. 

The noise feature is defined by its plot, for example, in first order moment plot, the noise is 0.1-0.5 times of signal; 

in second order moment plot, the noise is 3-4 times of signal; in third order moment plot, the noise is -0.2-0.4 

times of signal. The sin signal feature is also defined by its plot, , in first order moment plot, the sin signal is 0.01-

0.05 times of signal; in second order moment plot, the sin signal is 0.4 times of signal; in third order moment plot, 

the sin signal is -0.04 times of signal; The LHF signal feature is also defined by its plot, , in first order moment 

plot, the LHF signal is 0.01-0.03 times of signal; in second order moment plot, the LHF signal is 0.02 times of 

signal; in third order moment plot, the LHF signal is 3 to -0.0004 times of signal. 

Analyses from the theory, there is high credibility judgement from frequency domain to identity the sin signal, 

noise, and LHF signal. 

http://www.baidu.com/link?url=VC_PXPjA15KNl6RtJFK-1i1rqaM1DR7GIxU5GtPkyY9lctcRbwnO2QB3smcq5fcD8FmSs-tA61FfBuzVLJlAleRHm-PFfvN-Aj_3n2muXhCQuBqO42jjhSwyaQTTs0F5
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Step 3, the relationship of signal; similarity judgement between adjacent frame and continue frame using feature 

distance with short time window technology. First identity sin signal, then calculate signal autocorrelation, then 

judge the signal is random signal, random sin signal, and judge its Stationarity and power spectrum density and 

ergodic nature, for example using the STFT windows. 

Step 4, judge the real signal feature and its style from the results of step 2 and step 3 using Hierarchical fuzzy 

rules. 

Select filter and feature extraction  method owing it performance. 

For example, the LHF signal, experiments and simulations show that the accuracy of detection if the 

characteristics of signal should be predicted and extracted, and if the noise should be decreased. 

Calculation the delay time value and the location of sound source, for example, calculating the delay with 

correlation or phase lock technology. 

 

3.2.  The comparision of tradition alogrithm with the alogrithm of paper 

Using the second signal of Figure(2), paper use autocorrelation, GCC-PHAT, and the algorithm of paper to 

calculate the delay time value, they are shown in Figure.4.  

In figure.4, calculate the results of 100 tests. The results show the algorithm has the good robustness and stability, 

even if in large noise and interfere signal. 

 

Figure. 4 Comparisons of delay circulation using different methods 

 

Conclusions 
To solve the problem of  LHF sound source location in rotation machine, paper researches the traditional filter 

correlation methods, GCC-PHAT, and multi domain fusion location methods. The results shows 

1)The membership degree of relation signal should calculate using  hierarchical fuzzy rules  

2)The accuracy of positioning is a function of the definiteness of the target and the certainty of its position, or, the 

smaller the uncertainty of measurement under conditional probability is, the higher the accuracy is. 
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